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Abstract

The vast majority of the extant literature on trade and conflict focuses on bilateral trade
to determine whether commerce has a pacifying e�ect upon pairs of states. We argue that
this focus neglects a critical role of international trade: creating tension between states that
sell similar goods to the global market. We consider this role explicitly and operationalize its
e�ects empirically. Using commodity-level trade data from 1962-2000 we show that countries
that produce and sell similar goods are generally more likely to fight, even after we take into
account their bilateral trade ties and institutional membership in the global economic system.
Our findings are robust to numerous alternative specifications and suggest a simple insight:
the e�ect of trade on dyadic relations is conditional upon whether states compete in the
global market.
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International trade has long been thought to facilitate peace among nations (Kant 1970 [1795]).

A voluntary exchange of goods that leaves both parties better o� inherently raises the value

of each side to the other, increasing the cost of conflict. The belief that economic interaction

can ignite a positive dynamic of cooperation and reduce conflictual behavior is so intuitive and

widespread that some political pundits have even heralded free trade as the path to world peace.1

The conventional wisdom within the international relations literature (e.g., Oneal and Russett 1997;

Gartzke, Li and Boehmer 2003; Polachek and Xiang 2010) reinforces these claims, having found

consistent empirical (and theoretical) links between trade and peace.

At the same time, however, there is certainly evidence that trade can exacerbate rivalry and

conflict between states. Throughout history states have fought their competitors for advantage (i.e.,

access to inputs and markets) in the global marketplace. For instance, in his authoritative account

of the Anglo-German rivalry before World War I, Kennedy (1980, 464) concludes that “the most

profound cause [of the conflict], surely, was economic." More specifically, the cause was “the de-

tectable increase in Anglo-German trade rivalry since Bismarck’s time as the latter country steadily

became more competitive." Moreover, while modern empirical international relations research has

largely come down on the side of the neoliberals, it has not been monolithic. Indeed, numerous

studies by Barbieri (1996, 2002) have demonstrated that increased trade actually has the potential

to aggravate tensions between states.

These inconsistencies in both the historical and analytical records raise questions about the

simplicity of the link between trade and conflict. Additionally, the vast majority of previous work

considers only the bilateral e�ects of trade, neglecting the way in which trade between two actors

can a�ect a third. We remedy this oversight by analyzing the e�ects of trade competition, arguing

that the tension produced by export competition can be an important source of international

conflict. More specifically, we highlight that economic actors who face foreign competition have

an incentive to use military power to gain an advantage in international markets. These domestic

1See, for example, Griswold, Daniel. 31 December 1998. “Peace On Earth, Free Trade For Men.” Cato Institute
Commentary. Available http://www.cato.org/publications/commentary/peace-earth-free-trade-men;
Boudreaux, Donald J. 20 November 2006. “Want world peace? Support free trade.” The Christian Science Monitor.
Available http://www.csmonitor.com/2006/1120/p09s02-coop.html.
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actors can use their economic power to influence their nation’s political elites and increase the

likelihood that economic conflict erupts into war. We support this theoretical argument with sev-

eral well-established historical cases including the seventeenth century Dutch-English commercial

rivalry, the pre-World War I Anglo-German rivalry, and the 1990 invasion of Kuwait by Iraq. Our

argument suggests that, although trade can have a pacifying direct e�ect at the dyadic level, it

also has strong indirect e�ects, which can be conflict-aggravating.

We test this argument using commodity-level trade data from 1962-2000. We measure each

country pair’s portfolio similarity along nearly 1,300 commodity categories and test the e�ect of

this variable on several indicators of international conflict. Our results strongly support our claim

that countries that produce and export similar goods are significantly more likely to fight, even

taking into account their bilateral trade. These findings are robust to several checks on model

specification as well as alternative explanations. We also show that our findings are not driven by

oil or other strategic resources, and that they hold for both raw and manufactured goods. In light

of these results we are confident that we have identified a significant and practically important

cause of war.

The paper proceeds as follows. We begin by critically reviewing the previous research on

trade and war. Next, we present our model of international conflict and export competition, and

make explicit our hypotheses. We then analyze these hypotheses empirically, using disaggregated

commodity trade data. Finally, we draw conclusions and suggest some paths for future research.

Bilateral Trade and International Conflict

The idea that trade and interstate conflict are linked in some way dates back centuries, at least,

to the early classical liberals. Most famously, Immanuel Kant (1970 [1795]) argued that free trade

was a means of perpetuating a peace built upon the foundation of a confederation of republican

states. The following century saw the French economist, Frédéric Bastiat, write that there would

be no need for “large standing armies and powerful navies if trade were free” (Bastiat 1996 [1845],
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50), and liberal British MP, Richard Cobden, claim that free trade would “unit[e] us in the bonds

of eternal peace” (Thorold 1908 [1841], 218). Underlying each of these arguments was a supposition

that trade could function not only as a substitute for war—both war and trade can be means

of acquiring goods—but could be a substitute that was simultaneously more e�cient and more

egalitarian (Rosecrance 1986).

In this vein, contemporary scholarship has focused on the role of bilateral trade in international

security and posited that either an opportunity cost mechanism (e.g., Polachek and Xiang 2010) or

a signaling mechanism (e.g., Morrow 1999; Gartzke, Li and Boehmer 2003) dampens the prospects

for war among states. According to proponents of the former, the fact that states tend not to

trade with one another during militarized conflicts suggests that dyads with higher levels of

economic interdependence have more to lose when they go to war. The latter argument holds that

trading relationships change the context in which international relations occur, enabling states

to send credible signals about resolve without resorting to war. In both cases, the observable

implication is the same: higher levels of trade should translate into lower probabilities of war.

Notably, this implication has been challenged by scholars who claim that, rather than encouraging

peaceful interaction, trade actually provides states with additional issues over which they can

fight (Hirschman 1945; Keohane and Nye 1977; Barbieri 1996; Barbieri and Levy 1999; Barbieri and

Schneider 1999; Barbieri 2002), or that the e�ect of trade on war is an illusion, created by the fact

that war reduces dyadic trade (Keshk, Pollins and Reuveny 2004). More recent work has moved

beyond a simple focus on aggregate bilateral trade levels, looking at factors such as types of goods

traded (Dorussen 2006), financial flows (Gartzke 2007; Bussmann 2010), and exit costs (Crescenzi

2005; Peterson and Thies 2012). While the results are still broadly suggestive of the fact that

economic interactions are pacifying, they demonstrate a number of caveats.

Despite the large number of studies on the topic, controversy remains. In addition to the quan-

titative dispute on the aggregate e�ect of bilateral trade, there are important historical episodes

that are not easily explained by the commercial peace theory, and merit further study. For in-

stance, Gartzke and Lupu (2012) and McDonald and Sweeney (2007, 370) note that the eruption of
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World War I at the peak of the first era of globalization “stands out as the Achilles’ heel of liberal

international relations theory." In response, they argue that the liberal hypothesis does not apply to

this episode, either because the war was initiated by less-integrated, peripheral states (Gartzke and

Lupu 2012) or because the growing trade in this period was not “free" (it was beset by high tari�s),

which should be the core explanatory factor of the liberal peace (McDonald and Sweeney 2007).

Our findings speak to these debates by highlighting an additional factor: economic competition in

the global marketplace between the United Kingdom and Germany. We argue that in the run-up

to war, the economic forces for peace identified by the liberal peace theory were overwhelmed by

the forces for war.

By moving our focus beyond dyadic trade relations, our paper is related to a new but very

important strand of research (see Kleinberg, Robinson and French 2012; Dorussen and Ward 2010;

Lupu and Traag 2013). These works, mostly adopting a network approach, explore the conditions

under which third parties will intervene in disputes in order to protect their own trade interests

with the disputants. We pursue a complementary but di�erent question and highlight the conflict-

promoting e�ect of two states exporting similar goods to the global markets. In other words, we

are less interested in the third parties with whom disputants trade, and more interested in whether

these disputants are selling similar goods to the rest of the world in general.

In short, our paper contributes to the literature on the important question of how trade a�ects

conflict by focusing on its extradyadic strand, presenting a novel cause of strife, and testing it using

disaggregated trade data. We hypothesize that international trade in a broad sense can provide

states with an issue over which to fight; in particular, we argue that export-driven competition can

be a source of dyadic conflict.

Export Competition and the Incentive to Fight

Our theory suggests that export competition can create tensions between states that can ultimately

erupt into conflict. Domestic actors who face foreign competition constitute an interest group with
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an incentive to use the state’s military power to gain an advantage against foreign competitors.

Since gains are concentrated and costs are distributed nationally, the group will be di�cult to

placate, shrinking the bargaining space for a peaceful solution and raising the probability of war.

This may come about through any of at least three di�erent paths. First is the generally-accepted

premise that competition for scarce resources can be a source of conflict. We posit that this axiom

can be extended to include the scarce resource of consumer demand. Earlier work has noted that

reduced gains from international trade can lead to conflict, and that reduced gains can occur

when states compete for the same trade and “hence the same pool of economic rents" (Polachek

2010, 5). Export-oriented domestic industries may push for force against their competitors in

another state in order to inhibit their ability to trade. It is important to note that producers are

a highly-motivated and concentrated interest group. When concentrated interests are for war and

di�use interests (for instance, consumers benefiting from imports) are for peace, collective action

theory would suggest that pro-war groups should be more successful at influencing policy (Olson

1965). Even if commercial rivalry does not by itself cause war, the tension that it causes could

spill over into other matters, causing minor disagreements to erupt into major conflicts. In other

words, competition for export markets can be a catalyst for war.

The tensions in this instance arise because of quasi-mercantilist policies and understandings

of the global economic system. While mercantilism as a school of thought was largely eclipsed

by classical economics in the eighteenth and nineteenth centuries, many of its tenets are alive

and well among policymakers and members of the public alike. Although the age of imperialism

has come to an end, countries such as Japan and China have embraced neo-mercantilist policies,

characterized by high tari� rates, currency manipulation, the hoarding of foreign money, and

export subsidies. Research by Mayda and Rodrik (2005) shows that protectionist trade measures

have generally been popular among the mass public, in all cases for which the relevant data

exist. Moreover, such tactics have only increased in popularity with the relative success of the the

export-led growth models in East Asia (Krugman 1984; Brander and Spencer 1985; Marin 1992).

Even in the United States, concerns about mercantilist ideas, such as the balance of trade,
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have been expressed by a number of influential figures, including Warren Bu�ett (Bu�ett and

Loomis 2003) and President Obama (Obama 2010). While economists have generally agree upon

the value of free trade, many policymakers and pundits still view trade largely as a zero-sum

game. A key example comes from China’s 2010 (near-)monopoly on rare earth minerals. These

minerals are strategically important, because they are vital to many modern technologies including

computers, advanced transportation, and defense. New York Times columnist, Paul Krugman,

attacked the Chinese position “on national security grounds,” claiming that “the a�air highlight[ed]

the fecklessness of U.S. policy makers, who did nothing while an unreliable regime acquired a

stranglehold on key materials.”2 In writing about the crisis four years later, Marginal Revolution’s

Alex Tabarrok noted how quickly so many “nominal free traders and internationalists merged

into war hawks.”3 This is not unique to pundits, however. Policymakers’ feelings toward trade

competition a�ect their behavior on security matters as well. Kleinberg and Fordham (2013) show,

for instance, that U.S. Congress members from districts with exporters that compete with Chinese

goods are more likely to support measures that criticize Chinese policies or treat the country as

a security threat. Indeed, as Levy (1999, 172–173) posits, “the phenomenon of the militarization

of commercial rivalries may again become important” in the coming years. Given the focus on

exports by modern leaders (such as Obama’s 2010 promise to double U.S. exports by 2015), we

suggest that competition for export markets may once again be an important cause of international

tensions.

Second, and relatedly, states that export similar goods are likely to need the same inputs,

as is the case with rare earth minerals and high-tech goods. Thus, they may clash over the

source of these inputs. This is e�ectively what took place during Europe’s imperialist era, between

the fifteenth and nineteenth centuries. Many of the conflicts between colonial powers during

this time were wars for colonies that simultaneously provided natural resources and markets for

manufactured goods. There is significant evidence, for example, that the series of wars fought

2Krugman, Paul. 17 October 2010. “Rare and Foolish.” Available http://www.nytimes.com/2010/10/18/

opinion/18krugman.html?hp&_r=0.
3Tabarrok, Alex. 4 November 2014. “A Rare (Earth) Case of Wisdom.” Available http://marginalrevolution.

com/marginalrevolution/2014/11/what-happened-to-the-rare-earth-crisis.html.
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between the British and the Dutch during the seventeenth century were a result of a growing

“commercial rivalry” (Levy 1999, 31; see also Wolf 1970; Kennedy 1976). The end of the military

rivalry in 1674 came about largely because of the rise of the French, who posed both a military

and a market threat to England. The similar locations of the French and British colonies in the

New World, being situated in North America, meant that each posed an imperialist threat to the

other. Moreover, it meant that the colonies were endowed with relatively similar natural resources,

and thus the two countries produced competing goods, such as English rum and French brandy

(Findlay and O’Rourke 2007). This economic rivalry, driven by imperialist and (again) mercantilist

concerns about primacy in international trade, touched o� a series of wars between the two

empires, lasting more than a century in total.

A related case—the Anglo-German rivalry preceding World War I—is both historically impor-

tant and demonstrative of several of our key theoretical claims. Most significant is the political

hostility resulting from Germany’s rapid industrialization and its emergence as an economic com-

petitor to Britain, between 1870 and 1900. As others have noted (e.g., Kindleberger 1975), following

its (first) unification, Germany became an economic powerhouse and its trade with Britain in-

creased rapidly. However, focusing only on the increasing quantity of trade overlooks the concur-

rent qualitative change in this relationship. Initially, the two economies complemented each other:

Germany supplied raw materials, while Britain was the foremost exporter of manufactured goods,

both to Germany and the rest of the world (Kennedy 1980, 46-47).4 By 1900, however, Germany

had become the leader in industrial exports such as chemicals, machinery, and ironware, and

had made gains at British expense in Latin America, Asia, and Europe (Kindleberger 1975, 483).

Germany and Britain remained important trade partners, but they had also become competitors.

In 1890, Britain’s steel production was greater than Germany’s (3.6 million tons to 2.3 million), but

by 1914, Germany had surpassed the British, exporting 14 million tons to Britain’s 6.5 million. Both

countries responded to this commercial rivalry by seeking new colonies, but the pro-imperialist

4In 1860, for example, Germany’s chief exports to Britain were wheat and wood, whereas Britain mostly sold cotton
yarns and ironware to the Germans. In 1870, manufactured goods made up 88% of Britain’s total exports, but only
40% of Germany’s.
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groups were especially successful in influencing policy in Germany (Kennedy 1980, 214). They cre-

ated powerful political organizations, the most important of which was the Pan-German League,

which gained an influential position in German politics through its connections with the middle

class and the media, and advocated expansionist policies that militarists like Admiral Tirpitz were

glad to support. A coalition formed by Germany’s heavy industrialists and agriculturalists used

nationalist myths to justify expansionist policies, claiming that Britain had “trade envy" and was

trying to stifle Germany’s worldwide economic expansion (Snyder 1991, 76). Contemporary ob-

servers also saw trade competition as a source of political rivalry. For instance, according to the

Austro-Hungarian ambassador to Germany at the time, “[t]he rivalry for world markets, opposing

interests in their colonial policy, and the traditions of the Bismarckian political school [. . . ] have

prepared the terrain for the hostile feeling towards England which has manifested itself here with

unusual unanimity" (Kennedy 1980, 221). These expansionist strategies led to an arms race and to

several incidents, such as the Moroccan Crises and, eventually, World War I.

In addition to clashing over commodities and raw materials themselves, states may fight over

access to these inputs. This is particularly likely with respect to sea-based resources, such as fish,

and tends to be especially problematic as marine borders tend to be much less clearly defined than

land borders. One of the most famous such disputes is the Cod Wars, a series of clashes between

British and Icelandic fishing boats in the mid-twentieth century. While British fishermen had been

using the waters around Iceland for decades, the Icelandic economy was heavily reliant upon the

export of fish and the exploitation of the surrounding fisheries (Jóhannesson 2004). Moreover,

the Icelanders feared overfishing by the British and other Western powers (Mitchell 1976). In an

attempt to assert exclusivity of access to the fisheries, Iceland gradually and unilaterally expanded

the waters over which it claimed sovereignty from four nautical miles, prior to 1958, to 200

nautical miles, after 1976. The Icelandic coast guard attempted to cement each expansion by

patrolling the waters and firing on or cutting the nets of British trawlers that continued to fish

the area. The British Royal Navy responded by sending vessels to protect the fishermen. This

mobilization, driven by Iceland’s desire to protect what it believed to be its own natural resource,
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and Britain’s attempt to protect the livelihood of a group of its citizens spiraled into a series of

conflicts that were a significant expense for both countries, resulting in costly damages to ships

on both sides, and at least one death. Other cases of maritime disputes abound, including that of

the Senkaku Islands, which are also home to rich fishing waters (and, potentially, mineral wealth)

and are claimed simultaneously by China, Japan, and Taiwan. While no clashes over the Senkakus

have yet arisen, numerous actors have sought to militarize the immediate area, with the e�ect of

significantly raising tensions among the disputants.

Finally, strained relations may come about because of demand-based issues. The actions of

one exporter—especially if they flood the market with relatively cheap commodities—can alter

prices, a�ecting gains for others. Thus, states’ utilities are more directly a�ected by the actions of

those who export similar goods, which can put stress on interstate relations, eventually leading to

conflict. The 1990 invasion of Kuwait by Iraq is one example of this mechanism at work. Petroleum

exports accounted for more than 85% of either country’s foreign trade during the preceding year,

with Iraq exporting more than $12 billion worth of petroleum products and Kuwait exporting

nearly $10 billion.5 Although the pair’s joint membership in OPEC, a cartel for oil producers, might

normally be expected to alleviate any potential competition-induced animosity, the circumstances

of this case rendered it ine�ective. Following the cessation of the Iran-Iraq War at the end of 1988,

Iraq was left with significant foreign debt and a need for greater revenue, leading then-President

Saddam Hussein and his Foreign Minister, Tariq Aziz, to lobby for a reduced quota, in order to

increase per-barrel prices by nearly 40% (Long 2004). This proposal met resistance from Kuwait

and the United Arab Emirates, who were less concerned with prices (Musallam 1996). Indeed,

Kuwait not only pushed for a 35% increase in its quota (set at just over one million barrels per

day), but actually increased its exports well beyond even its own proposed limits, to more than

1.7 million barrels per day (Khadduri and Ghareeb 1997). Kuwait’s overproduction of oil was a key

component behind the 33% drop in oil prices during the first half of 1990, hindering Iraq’s ability

to generate much-needed revenue. The enmities drawn forth by this “economic war of aggression”

5In 1989 U.S. dollars; data drawn from Feenstra et al. (2005).
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(Alnasrawi 1992, 342) were a key factor in the Iraqi government’s decision to launch its military

campaign against the Kuwaitis later that year.

While the three pathways outlined above are distinct, they have a single shared feature: two

states tend to export the same (or similar) commodities, motivating domestic groups to advocate

for the use of their state’s military power, to gain an advantage over their foreign competitors.

Domestic groups can gain such influence over foreign policy either because the same elites

dominate both the country’s economic and political power, as in Saddam’s Iraq, or because the

elites transform their economic power into political influence via financial contributions and

organizations, like the Pan-German League in pre-World War I Germany. As such interest groups

emerge, the bargaining space for peaceful resolution narrows and war becomes more likely. It

is this commonality that ultimately drives the same result, regardless of the path taken. Each of

the three mechanisms is an avenue to commercial rivalry, and thus increased levels of hostility

between states. Although we do not argue that commercial rivalry inevitably leads to war, we do

suggest that it can prepare a hostile environment, in which war can more easily erupt. Thus, we

hypothesize that export similarity should be associated with more antagonistic dyadic behavior,

increasing the likelihood of militarized dispute onset.

Research Design

We examine this hypothesis using undirected dyad-year data, drawn from the Militarized Interstate

Disputes (MID) dataset (Ghosn, Palmer and Bremer 2004). Our dependent variable measures

conflict onset, taking a value of one if a conflict occurs between a pair of states in a given year,

and a value of zero otherwise. Our main analyses include the set of all dyads, but our results are

una�ected by including only “politically relevant dyads” (see Maoz and Russett 1992).6 To focus

on MID onset, we drop observations that had an ongoing MID at the beginning of the year and

6Analyzing only politically relevant dyads—those that are contiguous or involve at least one major power—is
potentially problematic. Contiguous states usually have similar resource endowments and thus they will export
similar goods. At the same time they are significantly more likely to fight (Vasquez 1995). Therefore examining only
politically relevant dyads raises the risk of spurious correlation.

10



experienced no new MID onsets. Relaxing these constraints does not weaken our results.

We operationalize disputes in three di�erent ways: all MIDs, fatal MIDs (in which at least one

fatality occurred), and hostile MIDs (in which at least one side used force against the other). We

choose to include the latter two categories, as they can exclude minor disputes in which no costly

military action was taken. We find the third category especially important, because it includes

several significant events, including the Cuban Missile Crisis, in which two states came to the

brink of war, but were able to resolve it without su�ering fatalities. This serves as a valuable

robustness check. Due to limitations on data availability (primarily with respect to commodity

trade data), our dataset consists of all dyads between 1962 and 2000.

Our key independent variable is a measure of the similarity of a dyad’s export portfolios. We

compute this value using data on commodity trade from the United Nations’ Standard International

Trade Classification (SITC) Revision 4 at the four-digit level (Feenstra et al. 2005) and a technique

similar to those used by Polillo and Guillén (2005) and Elkins, Guzman and Simmons (2006).7

For each country-year, we first calculate the proportion of total commodity exports accounted

for by each of k di�erent commodities.8 For every pair of states, a and b, in a given year, we

then calculate the correlation between the two vectors, using Pearson’s r . For a given year, the

similarity score equals one for any pair of states with an exactly identical export portfolio; and

it equals negative one for a pair of states that collectively exports all k goods, with no overlap

across categories. Because states often export only a relatively small subset of the k goods, large

negative scores do not occur in the data. Empirically, our measure varies from a minimum of

approximately −0.05 to a maximum of 1. We expect this value to be positively related to the

likelihood that a fatal MID occurs.

It may be helpful to the reader to consider some empirical examples and their placement

on this scale. Although no pairs of states achieved perfect similarity of export portfolios, a

number came quite close. These tend to be pairs of states that generally specialize in the same

7Classification information for the SITC data can be found at http://unstats.un.org/unsd/cr/registry/
regcst.asp?Cl=28.

8In our primary analysis, in which we use the four-digit classification, k = 1,298. Our results, however, are robust
to a specification at the two-digit level, in which k = 94.
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commodity. Within our data, very similar portfolios (Sim(a,b) > 0.99) tend to be found primarily

among pairs of OPEC countries, especially in the late-1960s and early-1970s. Qatar and Libya, for

example, record scores greater than 0.999 through 1982, and maintain a similarity score greater

than 0.92 during the entire sample. High scores are not limited exclusively to oil producers,

however. Canada and Germany, for example, score greater than 0.85 in 1998 and 1999. Dyads

with especially low scores tend to be pairs of states in which each member specializes heavily in

something significantly di�erent from its partner. Thus, we tend often to see advanced industrial

countries from North America and Europe paired with poorer countries, such as those in Latin

America or Africa. Our most distant dyad is that of the UK and Paraguay, whose similarity score

is consistently negative throughout the dataset, and attains a low at −0.047 in 1963.

[Figure 1 about here.]

Figure 1 provides an encouraging first look at the data, based on the measure of export

similarity proposed above. The triangles and circles represent average portfolio similarity levels

for dyads that experience MID onset and dyads that do not, respectively, in a given year. We

also plot the locally smoothed curves that best fit the data. The raw data are consistent with

expectations: in every year, warring dyads have more similar export portfolios, on average, than

dyads that are at peace. The curve fitted to the MID data is also significantly higher than the

curve fitted to the non-MID data across all four decades. The visualization of raw data presented

in Figure 1 provides initial support for our hypothesis on the war-proneness of export competing

dyads, and suggests that a more in-depth analysis would be worthwhile.

In addition to our variable of interest, we control for a number of potentially confounding

variables, and several di�erent model specifications. We begin by estimating models that include

a series of control variables found throughout most of the conflict literature: the greater level

of trade dependence in the dyad,9 whether the two states are contiguous, the distance between

9We operationalize trade dependence as
tradei j

tradei
. This is similar to Barbieri’s (1996) trade share measure. Our

results are robust to using the Oneal and Russett (1997) measure,
tradei j

GDPi
. We present results with the GDP-based

measure in the supplementary appendix.
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them (in logged miles),10 the A�nity score measuring the similarity of the two states’ UN votes

(Gartzke, Jo and Tucker 1999), whether both states are European and whether they are strategic

rivals (Thompson 2001). As regime type is an important predictor of conflict, we control for jointly

democratic dyads. We also capture dyadic power di�erences by controlling for the the ratio of the

stronger country’s CINC score to the total dyadic CINC score (Singer 1988) and the dyadic power

configuration (dummy variables for major power dyads and major-minor dyads, with minor power

dyads as the omitted category). We lag the capability ratio as well as an alliance indicator and

the democracy score. Finally, we believe that time trends and the size of the global market may

matter for the value of competition. For example, in times of global expansion, countries export

more, which may exacerbate the conflict-inducing e�ect of competition. Accordingly we include

decade-level fixed e�ects in each of the models. In addition, we estimate a second specification

for each dependent variable, which includes additional controls, based on trade and economic

performance. The second set of controls include: whether the states were both members of the

GATT or the WTO in the previous year, the smaller per capita GDP in the previous year (in logged

constant dollars), and the lower degree of openness to trade in the dyad (operationalized as the

quotient of the state’s total trade and its total GDP for a given year). Further robustness checks

are discussed below.

Given the dichotomous nature of our dependent variable, we conduct our analysis using a

standard logit framework. In each model, we lag the variables of interest (to minimize potential

problems from endogeneity and reverse causality) and we control for the e�ect of temporal

dependence using a cubic polynomial for time since last conflict (Carter and Signorino 2010).11 To

account for potential interdependence across units, we cluster standard errors on dyad. In addition

to the specifications mentioned above, we employ a number of methodological alternatives, to

ensure that our results are robust. These alternative specifications are discussed below and their

results are included in the supplementary appendix.

10We follow Hegre, Oneal and Russett (2010) in including controls for both distance and contiguity; however, our
results are robust to using either and omitting the other.

11As we are treating temporal dependence as a nuisance parameter, estimates for t , t 2, and t 3 are not displayed in
the tables below. The same is true of our decade-level fixed e�ects.
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Analysis

Our object of interest is the e�ect of overall export similarity on conflict initiation. This is a

measure of dyadic similarity across all commodities in the dataset. We assess this variable’s

e�ects on all MIDs, on only fatal MIDs, and on only hostile MIDs.

[Table 1 about here.]

Table 1 provides the results for six models of conflict initiation.12 It is encouraging to note that,

across all models, the control variables generally tend to have the expected e�ects, suggesting that

our model is generally plausible. Turning to our main variable of interest, in all models, export

similarity has a positive coe�cient, and is significant at least at the p < 0.5 level, suggesting that

increased portfolio similarity makes MID onset more likely. This finding provides support for our

hypothesis. However, it is not su�cient to find that a relationship exists; we must also ascertain

the strength of the relationship between similarity and conflict. Thus, we turn to an examination

of the substantive e�ect of similarity.

[Figure 2 about here.]

Figure 2 displays the estimated probability of MID onset as we vary export similarity from its

empirical minimum (approximately −0.047) to its empirical maximum (just under 1), with other

variables held at reasonable values.13 The predicted likelihood of conflict is given by the solid line,

while the shaded regions indicate the 95% confidence interval. The substantive e�ect of similarity

is strong and positive. At the minimum observed level of similarity the predicted probability of

conflict is just under 0.13. At the maximum level, it nearly doubles to approximately 0.25. Our

result, then, is not merely a statistical artifact, but represents a powerful factor that underlies

conflict behavior.
12The results presented here are robust to the inclusion of a number of auxiliary control variables. As the

substantive results were una�ected, we omit these controls from the analysis, but include them in the supplementary
appendix.

13Specifically, we choose a contiguous dyad, which has been at peace for one year, with the stronger power having
thrice the material capabilities of the weaker, and UN voting similarity set to 0.75. We hold dependence at the
median value for trading dyads. All remaining binary variables—including decade dummies for the 1960s, 1970s, and
1980s—are set to zero.
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Robustness Checks

While the results above strongly support our thesis, it is important to demonstrate that they are

not a function of a particular specification. Thus, we include a number of robustness checks in

the supplementary appendix. We find that our results tend to hold across a variety of di�erent

models. We describe these alternative specifications below.

In order to confirm that our results are not due to the modeling assumptions made above, we

first consider a number of relatively minor tweaks to our core models. These include computing

similarity at the two-digit, rather than four-digit SITC level; analyzing only politically relevant

dyads; dropping extreme values of trade and portfolio similarity from the sample; excluding major

powers; removing all control variables, except for trade, contiguity, capability ratios, and the

cubic polynomial for time; including a dummy variable for the Bretton Woods (pre-1972) era; and

replacing the A�nity score with an alliance dummy. In all cases our substantive results for trade

and similarity remained una�ected.

We also consider the possibility of reverse causality between export similarity and conflict, but

reject this for theoretical and empirical reasons. Given that the similarity of two countries’ export

portfolios is determined by what each country sells to the whole global market (more than 150 trade

relations for each country), there is no reason that a country’s military relations with a particular

trade partner should have a significant impact on the type and quantity of commodities sold to the

rest of the world. Furthermore, reverse causality can account for the positive correlation between

export similarity and conflict only if one believes that after military conflict the winning and

losing sides become even more similar in their portfolios, which is unlikely. If a relationship does

exist, the victor should force the loser out of some markets, reducing portfolio similarity. Although

it is empirically impossible to prove the absence of a relationship between export similarity and

previous disputes, we present evidence in the appendix that suggests that one does not exist.

We also check that our contribution is distinct from those in a number of related papers.

Lupu and Traag (2013) and Dorussen and Ward (2010) focus on the links between trade networks

and interstate conflict. Mousseau (2013) argues that an important factor is whether states have
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contract-intensive or contract-poor economies. Finally, according to Peterson and Thies (2012), it is

intra-industry trade between two states and, not all dyadic trade in general, that pacifies relations.

In each case, one could make a plausible argument that the preferred variable may be correlated

with export similarity, and thus pose a threat to inference. To show that our findings complement

theirs, we re-run our analyses accounting for their theories by including each of their variables

in our models. Our results remain robust and demonstrate that the e�ect of global economic

competition on conflict cannot be fully explained by these alternative theories.

Finally, as with all trade data, the UNCTAD dataset is missing some observations. However,

this problem is not severe compared to other historical datasets, as the UNCTAD is limited to the

more recent era. Nevertheless, we assess the robustness of our findings to multiple imputation

of missing observations using AMELIA II (Honaker, King and Blackwell 2008). This increases our

sample size by about 23.5%. Our results are generally robust to imputation, and continue to hold

for imputed values of politically relevant dyads, and relevant, non-major power dyads as well.

In addition to examining the estimated e�ects of our variables with respect to our hypotheses,

we also checked the goodness of fit for our models. When looking at the receiver operating

characteristic (ROC) curves (see Zeng and King 2001; Ward and Gleditsch 2002), we find that all

models reach relatively high AUC levels (greater than 0.9), which indicates that the models are

relatively good at separating observations with conflict from those without.

Separating Goods by Type

The analysis above covers export similarity as a function of all goods exported by either member of

a dyad. As Dorussen (2006) points out, however, certain types of goods could have a bigger impact

on interstate conflict than others. Goods can vary in the opportunity costs of trade disruption, as

well as their appropriability. For these reasons, we disaggregate the export portfolio into di�erent

types of goods, calculate dyadic similarity values for these goods separately, and include both of

them in our analyses. All analyses are presented in Table 2. To conserve space we only present

results for all MIDs and the main set of variables. We show results for the other dependent
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variables and control variables in the supplementary appendix.

[Table 2 about here.]

We begin by separating oil, an especially problematic type of natural resource, from other

commodities. As Colgan (2013, 150) argues, trade in oil is particularly conflict prone because oil is

not only the most valuable commodity in global markets, but is also a strategic resource that lacks

a convenient substitute. At the same time, however, crises between oil producers are especially

costly for the global economy, and thus may attract more third-party intervention, aiming to

maintain peace and ensure a constant oil supply. For these reasons, we calculate countries’

portfolio similarities in and dependence on oil-related (SITC codes beginning with 33) and non-

oil-related commodities separately, and include both sets of variables in our models. Column 1

provides the results of this estimation. We find that export similarity and trade, with respect to

non-oil commodities, behave in essentially the same way that they did in our primary model. On

the other hand, while we expect countries that sell similar oil products or dyads whose bilateral

trade is composed mainly of oil to be slightly more likely to fight, the di�erence is not statistically

distinguishable from zero (p ≈ 0.19).14 Arguments regarding oil and conflict may apply to a larger

set of strategic commodities as well. For that reason we adopt a categorization by Goenner (2010)

that distinguishes between “strategic” and “non-strategic” goods, where strategic goods are those

that are important for economic and military security.15 From column 2, it is clear that export

similarity in non-strategic commodities is strongly related to conflict, while similarity in strategic

exports is positive but non-significant (p ≈ 0.15). Our results do not necessarily indicate that

trade in oil and strategic goods does not a�ect international conflict at all. Rather, they show that

competition between producers of oil and strategic goods are not driving the results from Table 1.

[Figure 3 about here.]

14Including possible mediators of the oil-conflict relationship, such as revolutionary leaders (Colgan 2010), does not
a�ect our main findings.

15Strategic goods include energy, non-ferrous metals, chemicals, electronics, nuclear materials and armament.
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Next we distinguish between raw goods and manufactured goods.16 Raw goods in general,

and mining goods in particular, are more easily appropriable than manufactured goods and that

may make them more appealing targets for military aggression by competitors (Dorussen 2006).17

Market structures of the two types of goods di�er as well. In the period under study, prices of

primary commodities have been generally more volatile than and declined relative to the prices of

manufactured goods (Jacks, O’Rourke and Williamson 2011; Harvey et al. 2010). Competitors may

be less willing to fight over markets for commodities whose values are uncertain and steadily de-

clining. Finally, dyads that produce similar manufactured goods may be especially violent because

they compete over a larger number of issues. Specifically, they compete over access to input goods

(for example, rare earth minerals) in addition to markets for their final products. Column 3 shows

that export similarity in both raw and manufactured goods increases the likelihood of conflict.

As Figure 3 demonstrates, the estimated e�ect size is larger for manufactured goods (though the

95% confidence intervals overlap), which may indicate the importance of market structure and the

fact that manufactured goods may cause disputes over a larger range of issues. Finally, separating

trade dependence in raw and manufactured goods reveals a negative and significant e�ect for

trade dependence in manufactured goods on conflict (and no e�ect for trade dependence in raw

goods), implying that bilateral trade in manufacturing goods is pacifying.

This analysis demonstrates, then, that not only does export similarity a�ect international

conflict, but that its component parts (raw and manufactured goods) also have independent

e�ects. These e�ects are strongest for manufactured goods, though we find a positive and

significant relationship for primary commodities as well. Additionally, we have demonstrated that

this relationship is not driven by strategic commodities such as oil and armaments. This lends

additional support to our claim that trade competition can play a major role in fanning the flames

of conflict.
16We distinguish between these using the coding rules outlined in the UNCTAD product groupings. See http:

//unctadstat.unctad.org/EN/Classifications.html
17But see also Liberman (1998) on conquest in industrialized societies
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Conclusion

Proponents of international trade view it as a potential solution to global ills, arguing that inter-

dependence fosters peace by increasing its relative value. Our argument suggests that this claim

needs to be reexamined: greater interdependence and trade competition can, in fact, fuel inter-

national conflict. While bilateral trade can be pacifying at the dyadic level, it can raise tensions

more broadly. By introducing a new measure of the degree to which states compete in the global

market, we are able to show the conditions under which trade dampens or facilitates international

conflict.

The analysis presented above significantly deepens our understanding of how trade and con-

flict are related. From a practical perspective, although we confirm that trade can bring peace

under certain conditions, we also highlight its potential to induce conflict among competitors. We

believe that our results are especially relevant with respect to the rise of China as a global eco-

nomic power. In the years between Mao’s death (1976) and the end of our dataset (2000), Chinese

and U.S. export similarity increased by nearly 20% (from 0.68 to 0.78). At the same time, the

rivalry between the two powers (and between China and the West, more generally) has accelerated

rapidly. In recent years, China has exploited its endowment of labor to build a strong manu-

facturing sector, eventually branching out from consumer to capital goods. Meanwhile, Western

countries, such as the U.S. and many EU states, have declined in terms of manufacturing jobs and

in share of global output, as they move increasingly toward service-oriented industries. If this shift

into di�erent areas of specialization continues, China and the West not only reduce the need to

compete, but also increase the degree of gains from trade (as the West can sell high-end services

to China, who can sell its manufactured commodities on Western markets). This has the potential

to ameliorate the nascent military rivalry between the two. However, our results suggest caution

to President Obama and other policymakers who would seek to revitalize the fading production of

the manufacturing sector. Such a strategy has the potential to erase any gains from trade, and to

stimulate the rivalry between China and the U.S., risking a spillover into military conflict.

From an academic perspective, we move the debate over the relationship between trade and
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conflict forward by considering the role of economic competition in the global marketplace, and

demonstrating its explanatory power. Previous analyses of bilateral trade have been too simplistic,

and have neglected the externalities, which we attempt to capture here. Future studies should

make use of this knowledge in determining when states are likely to engage in conflict with one

another.

One potential limitation of our study is its short time frame. Our cases begin in the early 1960s

and end in 2000. An advantage to the use of a relatively short timespan is that it increases the

likelihood that our theory and measures are applicable across the entire period being examined

(see Rosenbaum 1999). However, it would be interesting to examine the data over a broader time

frame. This is especially important as globalization marches onward and the costs of and barriers

to trade continue to fall. In the present era, as economies are finding ways to do more with less

and as the transition to service-based economies make natural resource endowments less relevant,

it is important to extend this analysis forward, examining the ways in which the e�ects of trade

and competition that we have uncovered here operate with respect to more modern economies.
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Figure 1: Average Levels of Export Similarity for MID and non-MID Dyads, 1962–2000
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Table 1: Export Similarity and International Conflict

All MIDs Fatal MIDs High Host MIDs
Baseline Expanded Baseline Expanded Baseline Expanded

Export Similarityt−1 0.766∗∗∗ 0.777∗∗∗ 0.503∗∗ 0.578∗∗ 0.830∗∗∗ 0.831∗∗∗

(0.189) (0.188) (0.230) (0.228) (0.209) (0.210)
Trade Dependencet−1 −0.023 −0.044 −0.321∗ −0.246 −0.076∗∗ −0.105∗∗∗

(0.057) (0.058) (0.176) (0.166) (0.038) (0.037)
Contiguity 0.632 0.087 0.449 −0.534 1.308 0.649

(1.056) (1.003) (1.465) (2.028) (0.949) (1.005)
Distance (logged) −0.317∗∗ −0.369∗∗∗ −0.427∗∗ −0.532∗∗ −0.266∗∗ −0.334∗∗∗

(0.132) (0.125) (0.180) (0.250) (0.114) (0.122)
Capabilities Ratiot−1 −0.771∗ −0.859∗∗ −0.594 −0.628 −0.741 −0.799∗

(0.431) (0.428) (0.621) (0.661) (0.484) (0.482)
Both Democracies −0.494∗∗∗ −0.565∗∗∗ −0.924∗∗∗ −0.824∗∗ −0.247 −0.306

(0.190) (0.180) (0.345) (0.354) (0.199) (0.192)
UN Vote Similarityt−1 −1.477∗∗∗ −1.477∗∗∗ −1.611∗∗∗ −1.704∗∗∗ −1.553∗∗∗ −1.550∗∗∗

(0.174) (0.185) (0.235) (0.252) (0.185) (0.200)
Both Major Powers 1.726∗ 1.643∗ 0.258 0.048 0.759 0.918

(1.048) (0.979) (0.547) (0.544) (0.878) (0.918)
Major-Minor Dyad 1.393∗∗∗ 1.299∗∗∗ 1.161∗∗∗ 1.114∗∗∗ 1.272∗∗∗ 1.181∗∗∗

(0.196) (0.193) (0.274) (0.300) (0.212) (0.208)
Rivalryt−1 1.307∗∗∗ 1.178∗∗∗ 1.865∗∗∗ 1.781∗∗∗ 1.362∗∗∗ 1.184∗∗∗

(0.182) (0.176) (0.232) (0.237) (0.201) (0.197)
Both in Europe −0.448∗∗ −0.578∗∗∗ −1.477∗∗∗ −1.388∗∗∗ −0.676∗∗∗ −0.740∗∗∗

(0.218) (0.216) (0.415) (0.477) (0.251) (0.265)
Lower GDP per capitat−1 0.142∗∗ −0.133 0.116∗

(0.062) (0.090) (0.069)
Joint GATT/WTO memberst−1 0.028 −0.114 0.109

(0.112) (0.193) (0.130)
Lower Opennesst−1 −0.561 −0.155 −0.549

(0.617) (1.248) (0.797)
Constant −0.476 −0.765 −1.327 0.776 −1.551 −1.491

(1.116) (1.215) (1.597) (2.275) (1.062) (1.214)
N 300,623 278,517 300,623 278,517 300,623 278,517
Log-likelihood −4120.967 −3762.653 −1884.174 −1721.551 −3108.385 −2833.184

Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.
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Table 2: Separating Goods by Type

Oil and Strategic and Raw and
Non-Oil Goods Non-Strategic Goods Manufactured Goods

Oil Trade Dependencet−1 0.066
(0.048)

Non-Oil Trade Dependencet−1 −0.181
(0.117)

Oil Export Similarityt−1 0.172
(0.131)

Non-Oil Export Similarityt−1 0.624∗∗∗

(0.239)
Strategic Trade Dependencet−1 0.287

(0.329)
Non-Strategic Trade Dependencet−1 −1.495

(0.964)
Strategic Export Similarityt−1 0.404

(0.281)
Non-Strategic Export Similarityt−1 1.842∗∗

(0.909)
Raw Goods Trade Dependencet−1 0.148

(0.100)
Manuf Goods Trade Dependencet−1 −0.301∗∗

(0.124)
Raw Goods Export Similarityt−1 0.501∗∗∗

(0.191)
Manuf Goods Export Similarityt−1 1.021∗∗∗

(0.208)
N 208,153 295,420 300,284
Log-Likelihood −3380.850 −4098.849 −4102.924

Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.
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Appendix

(Not for Print Publication)

Overview of Appendix

The appendix includes summary statistics, supplementary tables, and a number of robustness

checks not included in the main text. Specifically, we show the following:

• Our results are robust to the use of similarity scores calculated from two-digit, rather than

four-digit, SITC codes.

• Our results are robust to the use of only “politically relevant" dyads (dyads that are contigu-

ous or contain at least one major power), rather than all dyads.

• Our results are robust to a number of minor tweaks to our modeling assumptions, including:

– removing extreme values of export similarity;

– removing major power dyads;

– reducing the model to a minimalist specification that includes only similarity, depen-

dence, contiguity, and the capability ratio;

– including an indicator for the Bretton Woods era (pre-1972);

– and using an alliance dummy, rather than UN voting similarity.

• Our results are robust to the calculation of trade dependence as a function of GDP, rather

than total trade.

• Our results are robust to the inclusion of measures of trade network concentration.

• Our results are robust to the inclusion of a control for the contract intensiveness of the

dyad.



• Our results are robust to a control for the level of intra-industry trade.

• Our main results, with respect to commodity types, tend to hold for fatal and hostile MIDs,

in addition to all MIDs.

• Our results are robust to the imputation of missing data.

• Export similarity in the current period is not correlated with past dyadic conflict.

Summary Statistics

Table 1 provides descriptive statistics for the three dependent variables, our variable of interest,

and our control variables.

[Table 1 about here.]

Using two-digit SITC codes

Our main analysis calculates similarity across the 1,298 commodities coded at the four-digit level.

However, the reader might be concerned that many of these commodities are not su�ciently

distinct to be treated di�erently. Thus, we repeat the analysis using the less granular, two-digit

coding, for which there are 94 distinct commodities. As Table 2 shows, our substantive results

remain unchanged when switching to this specification.

[Table 2 about here.]

Restrict the Sample to Politically Relevant Dyads

The tests we report in the main text are run on a sample of all dyad-years in our data, but there

is no reason our results should not be hold if we restrict our focus to those dyads most capable



of fighting (the so-called “politically relevant dyads”). Table 3 shows that our main findings are

robust in nearly all cases to the restriction of our analysis to this smaller sample of dyads.

[Table 3 about here.]

Minor Alternative Specifications

In the main text, we mention robustness to a number of minor alternatives to our primary model:

the removal of extreme values of export similarity, the removal of major power dyads from our

sample, the reduction of the model to a minimalist specification, the inclusion of a dummy variable

for the Bretton Woods era, and the use of an alliance dummy in place of UN vote similarity. We

present those here. As the results in 4 demonstrate, our substantive results are robust to all such

changes.

[Table 4 about here.]

Replace Trade Dependence with Ratio of Bilateral Trade to GDP

In our main analysis we measure the trade dependence as a function of bilateral trade and total

trade. However, a plausible alternative definition of dependence would be the ratio of bilateral

trade to the size of a country’s economy. To ensure that our results are not driven by this coding

decision, we run tests similar to those reported in the main text but replace our measure of trade

dependence with the alternative, which we calculate as the lower trade-to-GDP ratio in the dyad.

The results in Table 5 show that our substantive results for similarity remain unchanged, and our

results for trade dependence are similar.

[Table 5 about here.]



Including Related Conceptual Variables

A number of authors have recently written about other factors that can mediate the relationship

between trade and conflict. Dorussen and Ward (2010) and Lupu and Traag (2013) argue that

trade networks can be more important to conflict prevention than direct trade. In a dense trade

network, a loss by one state can a�ect all states to which its connected, even if they do not have

as significant dyadic trading relationship. Indeed, Lupu and Traag find that, when controlling for

trading communities, dyadic trade does not significantly a�ect conflict onset. We are aware of

the potential implications that this has on our own work, as trade networks could explain away

the e�ects of export similarity. For this reason, we estimate our model using both Lupu and

Traag’s trading community variable,which indicates whether the two states are members of the

same network, and Dorussen and Ward’s maxflow variable, which captures the centrality of the

least embedded member of the dyad. The results for these models are given in columns 1 and 2,

respectively, of Table 6.

Mousseau (2013) makes the case that dyadic peace is a result of market norms, which are

causally prior to international trade. States with high volumes of international trade will tend to

be more capitalist in nature, and will thus be more reliant on these commercial norms to resolve

disputes. He proposes identifying the degree to which a society is contract-intensive, by examining

the per capita volume of life insurance contracts in force in a given state. He demonstrates that

factors such as trade and wealth become mostly irrelevant, once we account for this factor. To

ensure that our results are not also devastated by the inclusion of market norms, we estimate

our model in the presence of Mousseau’s contract intensiveness variable, and report the results in

column 3 of Table 6.

Finally, an important related concept is the role of intra-industry trade (IIT). Our argument

rests on the assumption that states who export commodities in similar categories are competing

in the global marketplace. However, it is also possible that these states are trading with each other,

in order to enhance the final product. For example, both motor vehicles and motor vehicle parts

and accessories fall into SITC category 78. It is conceivable that certain parts may be assembled in



one country and exported to another, in order to construct the full motor vehicle. This would be

more of a case of interdependence and mutual gain than one of competition. We are sensitive to

this possibility. Additionally, scholars have found that IIT can, on its own, reduce the likelihood of

interstate disputes (Peterson and Thies 2012). As we use the highly-disaggregated four-digit version

of the SITC classifications, we think that this is unlikely to be a problem. However, to ensure that

this is not the case, we estimate our general model and include Peterson and Thies’ measure of

IIT, which is given in column 4 of Table 6.

The results across all four columns are indicative of a strong and a robust relationship for our

variable of interest. The e�ects are similar to those of our main analysis when controlling for

any of the factors mentioned above, suggesting our results cannot be explained by any of these

concepts. Interestingly, of the four variables we include, only Mousseau’s contract intensiveness

attains statistical significance. Dyads in which both states have contract-intensive economies are

less likely to go to war, as are dyads in which the states do not export similar commodities.

[Table 6 about here.]

Separation by Type for Fatal and Hostile MIDs

In our main analysis, we show that our results hold for both raw and manufactured commodities,

and that they are not driven by oil or strategic goods for the case of all MIDs. Here, we report

results for fatal and MIDs and hostile MIDs, respectively. The results are substantively similar

to those we report for all MIDs, with some minor exceptions. Perhaps most importantly, we

find that non-strategic similarity has no discernible e�ect on the likelihood of fatal MID onset,

while strategic similarity does. This is an interesting finding, and one that may call for additional

examination in the future. With respect to hostile MIDs, non-oil and non-strategic export similarity

continues to increase the likelihood of conflict, but so does similarity in the export of oil and

strategic goods.

[Table 7 about here.]



[Table 8 about here.]

Dealing with Missing Data

We may also wish to assess the robustness of our results to an alternative method of dealing

with missing data (besides listwise deletion). One possibility is multiple imputation. In looking at

all dyads between 1962 and 2000, there are 482,240 total observations. Of these, we are missing

data on similarity for approximately 20% (98,075). However, many of these values are completely

missing until or after a given year for a given dyad. That is, imputing these values would require

extrapolation (rather than interpolation). We purposely avoid extrapolating, as such values are less

likely to satisfy the missing-at-random requirement. Thus, we begin by pruning observations for

which the (lagged) similarity value is missing, and there are no non-missing values either before or

after it. We also remove dyad-years in which a dispute was ongoing (as mentioned in the primary

analysis). This leaves us with a total of 371,088 remaining observations, of which only 552 are

missing similarity values, and 69,913 are missing values on other items. Thus, our dataset is still

diminished by nearly one-fifth. We address this problem by using Amelia II (Honaker, King and

Blackwell 2008) to impute m = 5 datasets, using all relevant variables and a cubic time trend.

The results from Table 9 show e�ects for similarity that are broadly consistent with our

findings in the main analysis. In all cases, they are signed appropriately, and in nearly all cases

are significant at the p < .05 level. The exceptions include two sets of results for fatal MIDs: all

dyads snd politically relevant, non-major power dyads (in both cases, p ≈ 0.27). This suggests that

the results presented in the primary analysis are not being driven by missing data.

[Table 9 about here.]



Export Similarity is Exogenous to Dyadic Conflict

We treat export similarity as an exogenous variable in our GMM models. This is a plausible

assumption, because the export similarity of any dyad is derived from each state’s trade with

every country in the world in tens of commodity categories. It is unlikely for the political relations

between two countries to systematically a�ect what each sells to the rest of the global market.

We support this claim with several regressions of a dyad’s export portfolio similarity on various

measures of past conflict. In none of the models the conflict variable seems to have a significant

e�ect.

Our measures of past conflict include an indicator of whether the dyad experienced a MID

in the past year or in the past 5 years. We replicate this analysis for each of the three types of

MIDs we have used so far in our analysis. Lastly, we measure past conflict with an indicator of

strategic rivalry created by (Thompson 2001). We regress the level of export similarity for a given

dyad in a given year on each of the measures of conflict mentioned above, the level of portfolio

similarity for the dyad in the previous year, and the control variables used in the main analysis.

Table 10 shows that previous conflict —as captured by the three MID variables and the strategic

rivalry indicator—is not related to the similarity of dyadic exports. As explained above, we did not

expect export similarity between two countries to be significantly a�ected by their dyadic conflict

history. Evidence from Table 10 provides us with additional confidence that, although trade and

conflict may be endogenous to one another, similarity and conflict are exogenous.

[Table 10 about here.]
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Table 1: Summary Statistics

No of Obs Mean Std. Dev. Min Max

All MIDs Onset 494,016 0.003 0.055 0 1
Fatal MID Onset 494,016 0.001 0.028 0 1
High Hostility MID Onset 494,016 0.002 0.046 0 1
Export Similarity 384,165 0.091 0.190 −0.05 1
Trade Dependence 371,811 0.048 0.289 0 16.41
Contiguity 494,016 0.021 0.144 0 1
Distance (logged) 494,016 8.122 1.364 0 9.42
Capabilities Ratio 494,015 0.839 0.151 0.5 1
Joint Democracy 400,531 0.129 0.335 0 1
UN Voting Similarity 441,525 0.649 0.298 −1 1
Both Major Powers 494,016 0.001 0.029 0 1
Major-Minor Dyad 494,016 0.062 0.241 0 1
Both in Europe 494,016 0.045 0.208 0 1
Rivals 494,016 0.004 0.065 0 1
Year 494,016 1983 11.37 1960 2000
Years Since Last MID 494,016 20.10 14.62 0 60
Years Since Last Fatal MID 494,016 20.48 14.73 0 60
Years Since Last High Hostility MID 494,016 20.21 14.65 0 60



Table 2: Two-Digit Export Similarity Measure

All MIDs Fatal MIDs High Host MIDs
Baseline Expanded Baseline Expanded Baseline Expanded

Export Similarity (2-digit)t−1 0.722∗∗∗ 0.709∗∗∗ 0.499∗∗ 0.534∗∗ 0.776∗∗∗ 0.752∗∗∗

(0.169) (0.170) (0.203) (0.213) (0.188) (0.191)
Trade Dependencet−1 −0.023 −0.043 −0.320∗ −0.246 −0.075∗ −0.103∗∗∗

(0.057) (0.058) (0.179) (0.169) (0.040) (0.038)
Contiguity 0.651 0.121 0.446 −0.513 1.296 0.657

(1.034) (0.978) (1.430) (1.960) (0.929) (0.973)
Distance (logged) −0.314∗∗ −0.364∗∗∗ −0.426∗∗ −0.528∗∗ −0.266∗∗ −0.332∗∗∗

(0.129) (0.123) (0.175) (0.242) (0.112) (0.118)
Capabilities Ratiot−1 −0.809∗ −0.897∗∗ −0.615 −0.651 −0.792 −0.853∗

(0.434) (0.431) (0.624) (0.664) (0.488) (0.484)
Both Democracies −0.522∗∗∗ −0.592∗∗∗ −0.948∗∗∗ −0.848∗∗ −0.278 −0.339∗

(0.183) (0.175) (0.335) (0.346) (0.193) (0.188)
UN Vote Similarityt−1 −1.479∗∗∗ −1.475∗∗∗ −1.619∗∗∗ −1.706∗∗∗ −1.552∗∗∗ −1.543∗∗∗

(0.173) (0.183) (0.232) (0.248) (0.183) (0.197)
Both Major Powers 1.781∗ 1.702∗ 0.332 0.141 0.850 1.006

(1.008) (0.941) (0.539) (0.534) (0.843) (0.876)
Major-Minor Dyad 1.417∗∗∗ 1.327∗∗∗ 1.164∗∗∗ 1.116∗∗∗ 1.295∗∗∗ 1.209∗∗∗

(0.203) (0.199) (0.283) (0.308) (0.222) (0.215)
Rivalryt−1 1.307∗∗∗ 1.181∗∗∗ 1.859∗∗∗ 1.779∗∗∗ 1.358∗∗∗ 1.185∗∗∗

(0.184) (0.179) (0.233) (0.239) (0.205) (0.201)
Both in Europe −0.497∗∗ −0.618∗∗∗ −1.520∗∗∗ −1.427∗∗∗ −0.727∗∗∗ −0.784∗∗∗

(0.216) (0.213) (0.418) (0.478) (0.249) (0.262)
Lower GDP per capitat−1 0.137∗∗ −0.135 0.112

(0.062) (0.090) (0.069)
Joint GATT/WTO memberst−1 0.028 −0.118 0.109

(0.111) (0.189) (0.128)
Lower Opennesst−1 −0.454 −0.053 −0.432

(0.605) (1.236) (0.778)
Constant −0.521 −0.787 −1.349 0.742 −1.557 −1.489

(1.099) (1.201) (1.569) (2.217) (1.047) (1.198)
Number of Observations 300,623 278,517 300,623 278,517 300,623 278,517
Log-Likelihood -4119.492 -3762.477 -1883.607 -1721.487 -3107.734 -2833.492

Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 3: Politically Relevant Dyads - Export Similarity and International Conflict

All MIDs Fatal MIDs High Host MIDs
Baseline Expanded Baseline Expanded Baseline Expanded

Export Similarityt−1 0.292∗ 0.410∗∗ 0.269 0.489∗∗ 0.413∗∗ 0.550∗∗∗

(0.169) (0.164) (0.239) (0.248) (0.198) (0.201)
Trade Dependencet−1 0.057 0.054 −0.255 −0.161 0.005 0.010

(0.041) (0.041) (0.172) (0.150) (0.036) (0.034)
Contiguity 1.344∗∗∗ 1.015∗∗ 1.154 0.691 1.802∗∗∗ 1.498∗∗∗

(0.448) (0.413) (0.767) (0.854) (0.409) (0.410)
Distance (logged) −0.021 −0.049 −0.154∗ −0.184∗ −0.029 −0.049

(0.048) (0.047) (0.086) (0.094) (0.039) (0.041)
Capabilities Ratiot−1 −0.626 −0.630 −0.033 0.048 −0.603 −0.506

(0.462) (0.475) (0.727) (0.807) (0.541) (0.554)
Both Democracies −0.591∗∗∗ −0.523∗∗∗ −0.906∗∗∗ −0.714∗∗ −0.472∗∗ −0.352

(0.196) (0.185) (0.316) (0.325) (0.223) (0.217)
UN Vote Similarityt−1 −1.085∗∗∗ −1.148∗∗∗ −1.382∗∗∗ −1.611∗∗∗ −1.225∗∗∗ −1.322∗∗∗

(0.180) (0.185) (0.254) (0.269) (0.200) (0.207)
Both Major Powers 0.307 0.117 −0.589 −0.904∗∗ −0.292 −0.367

(0.373) (0.342) (0.428) (0.391) (0.246) (0.261)
Major-Minor Dyad 0.036 −0.074 −0.046 −0.287 0.195 0.030

(0.228) (0.221) (0.367) (0.388) (0.238) (0.242)
Rivalryt−1 1.106∗∗∗ 1.046∗∗∗ 1.687∗∗∗ 1.627∗∗∗ 1.160∗∗∗ 1.040∗∗∗

(0.151) (0.151) (0.214) (0.223) (0.173) (0.176)
Both in Europe −0.156 −0.218 −1.163∗∗∗ −1.043∗∗ −0.530∗∗ −0.468∗

(0.170) (0.169) (0.384) (0.438) (0.232) (0.244)
Lower GDP per capitat−1 0.061 −0.172∗ −0.014

(0.063) (0.102) (0.071)
Joint GATT/WTO memberst−1 −0.181 −0.363∗ −0.151

(0.120) (0.221) (0.144)
Lower Opennesst−1 −1.765∗∗ −2.406 −1.804∗

(0.776) (1.845) (1.054)
Constant −1.160∗ −1.040 −2.097∗ −0.025 −1.864∗∗ −1.201

(0.659) (0.784) (1.168) (1.266) (0.732) (0.864)
Number of Observations 28,739 26,791 28,739 26,791 28,739 26,791
Log-likelihood -2532.989 -2305.181 -1210.836 -1081.610 -1940.042 -1759.634

Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 4: Minor Tweaks to Primary Model

No Extreme Values No Major Minimalist Bretton Woods Alliance Instead
of Export Similarity Powers Specification Indicator of Voting Similarity

Export Similarityt−1 0.507∗∗ 0.704∗∗∗ 0.605∗∗∗ 0.766∗∗∗ 0.524∗∗∗

(0.234) (0.200) (0.188) (0.189) (0.180)
Trade Dependencet−1 −0.031 0.063 0.073 −0.033 0.015

(0.053) (0.073) (0.049) (0.052) (0.043)
Contiguity 1.347 −3.228 3.142∗∗∗ 0.638 0.131

(0.865) (2.396) (0.138) (1.061) (0.875)
Distance (logged) −0.234∗∗ −0.874∗∗∗ −0.318∗∗ −0.304∗∗∗

(0.108) (0.311) (0.132) (0.112)
Capabilities Ratiot−1 −0.655 −0.073 −0.328 −0.775∗ −1.041∗∗

(0.483) (0.440) (0.336) (0.431) (0.423)
Both Democracies −0.370∗∗ −0.249 −0.480∗∗ −0.818∗∗∗

(0.187) (0.190) (0.188) (0.199)
UN Vote Similarityt−1 −1.507∗∗∗ −1.141∗∗∗ −1.503∗∗∗

(0.188) (0.204) (0.177)
Both Major Powers 1.409 1.713 2.494∗∗

(0.940) (1.056) (1.040)
Major-Minor Dyad 1.171∗∗∗ 1.387∗∗∗ 1.898∗∗∗

(0.206) (0.196) (0.217)
Rivalryt−1 1.202∗∗∗ 1.259∗∗∗ 1.302∗∗∗ 1.528∗∗∗

(0.210) (0.175) (0.182) (0.193)
Both in Europe −0.383∗ −0.693∗∗∗ −0.447∗∗ 0.103

(0.197) (0.244) (0.217) (0.210)
Bretton Woods −0.343∗

(0.203)
Alliest−1 −0.106

(0.155)
Constant −1.093 2.696 −3.707∗∗∗ −0.455 −0.837

(1.002) (2.387) (0.292) (1.119) (0.933)
Number of Observations 183,210 278,820 370,539 300,623 333,197
Log-Likelihood -3015.783 -2904.706 -5731.682 -4119.000 -5065.406
Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 5: Trade Dependence Calculated as Bilateral Trade / GDP

All MIDs Fatal MIDs High Host MIDs
Baseline Expanded Baseline Expanded Baseline Expanded

Export Similarityt−1 0.768∗∗∗ 0.779∗∗∗ 0.515∗∗ 0.585∗∗ 0.838∗∗∗ 0.835∗∗∗

(0.189) (0.188) (0.231) (0.228) (0.209) (0.211)
Trade Dependencet−1 −0.128 −0.206 −1.929 −1.363 −0.644∗∗ −0.821∗∗∗

(0.347) (0.396) (1.262) (1.088) (0.253) (0.251)
Contiguity 0.635 0.098 0.461 −0.534 1.313 0.665

(1.055) (1.002) (1.483) (2.068) (0.947) (1.005)
Distance (logged) −0.316∗∗ −0.366∗∗∗ −0.421∗∗ −0.528∗∗ −0.265∗∗ −0.330∗∗∗

(0.131) (0.125) (0.182) (0.256) (0.114) (0.122)
Capabilities Ratiot−1 −0.772∗ −0.853∗∗ −0.577 −0.608 −0.760 −0.816∗

(0.430) (0.428) (0.621) (0.662) (0.485) (0.483)
Both Democracies −0.499∗∗∗ −0.578∗∗∗ −0.943∗∗∗ −0.830∗∗ −0.233 −0.301

(0.186) (0.179) (0.345) (0.354) (0.190) (0.186)
UN Vote Similarityt−1 −1.476∗∗∗ −1.475∗∗∗ −1.609∗∗∗ −1.702∗∗∗ −1.555∗∗∗ −1.551∗∗∗

(0.174) (0.185) (0.234) (0.251) (0.184) (0.200)
Both Major Powers 1.718 1.625∗ 0.171 −0.022 0.741 0.896

(1.047) (0.978) (0.544) (0.543) (0.880) (0.920)
Major-Minor Dyad 1.389∗∗∗ 1.291∗∗∗ 1.133∗∗∗ 1.095∗∗∗ 1.271∗∗∗ 1.179∗∗∗

(0.195) (0.193) (0.277) (0.303) (0.211) (0.208)
Rivalryt−1 1.309∗∗∗ 1.185∗∗∗ 1.864∗∗∗ 1.783∗∗∗ 1.362∗∗∗ 1.188∗∗∗

(0.180) (0.175) (0.231) (0.237) (0.200) (0.196)
Both in Europe −0.442∗∗ −0.562∗∗∗ −1.486∗∗∗ −1.379∗∗∗ −0.658∗∗∗ −0.707∗∗∗

(0.218) (0.216) (0.417) (0.480) (0.250) (0.262)
Lower GDP per capitat−1 0.136∗∗ −0.149∗ 0.108

(0.061) (0.090) (0.068)
Joint GATT/WTO memberst−1 0.026 −0.115 0.111

(0.112) (0.193) (0.130)
Lower Opennesst−1 −0.499 −0.010 −0.391

(0.620) (1.239) (0.794)
Constant −0.484 −0.749 −1.363 0.858 −1.544 −1.459

(1.112) (1.214) (1.611) (2.311) (1.059) (1.213)
Number of Observations 300,623 278,517 300,623 278,517 300,623 278,517
Log-Likelihood -4121.006 -3763.033 -1885.779 -1722.566 -3107.643 -2832.704

Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 6: Controlling for Recent Factors Related to Trade and Conflict

Lupu & Traag Dorussen & Ward Mousseau Peterson & Thies
Export Similarityt−1 0.751∗∗∗ 0.750∗∗∗ 0.910∗∗∗ 0.859∗∗∗

(0.196) (0.192) (0.189) (0.227)
Trade Dependencet−1 −0.030 −0.028 0.001 0.010

(0.056) (0.056) (0.054) (0.056)
Contiguity 0.736 0.729 −2.598 0.681

(1.059) (1.055) (1.707) (0.880)
Distance (logged) −0.299∗∗ −0.301∗∗ −0.731∗∗∗ −0.245∗∗

(0.133) (0.131) (0.218) (0.112)
Capabilities Ratiot−1 −0.713 −0.708 −0.265 −0.713

(0.451) (0.448) (0.470) (0.493)
Both Democracies −0.388∗∗ −0.382∗∗ −0.284 −0.643∗∗∗

(0.187) (0.187) (0.188) (0.203)
UN Vote Similarityt−1 −1.402∗∗∗ −1.401∗∗∗ −1.480∗∗∗ −1.075∗∗∗

(0.199) (0.201) (0.192) (0.231)
Both Major Powers 1.753 1.751 2.532∗∗∗ 1.821∗∗

(1.083) (1.086) (0.736) (0.751)
Major-Minor Dyad 1.445∗∗∗ 1.448∗∗∗ 1.450∗∗∗ 1.368∗∗∗

(0.212) (0.220) (0.236) (0.201)
Rivalryt−1 1.277∗∗∗ 1.276∗∗∗ 1.323∗∗∗ 1.124∗∗∗

(0.186) (0.186) (0.174) (0.227)
Both in Europe −0.601∗∗ −0.600∗∗ −0.379 −0.444∗

(0.266) (0.265) (0.231) (0.255)
STC Mediumt−1 0.028

(0.116)
Max Flowt−1 −0.029

(0.290)
Lower Contract Intensive Economyt−1 −0.196∗∗

(0.091)
Intra-Industry Tradet−1 −0.593

(0.863)
Constant −0.726 −0.704 2.584 −0.713

(1.154) (1.130) (1.793) (1.027)
Number of Observations 282,416 282,416 250,169 162,228
Log-Likelihood -3805.752 -3805.793 -3137.448 -2719.751
Robust standard errors clustered by dyad in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 7: Separating Commodities by Type - Fatal MIDs

Oil and Strategic and Raw and
Non-Oil Goods Non-Strategic Goods Manufactured Goods

Oil Trade Dependencet−1 0.030
(0.189)

Non-Oil Trade Dependencet−1 −1.102∗∗

(0.445)
Oil Export Similarityt−1 0.314

(0.254)
Non-Oil Export Similarityt−1 0.760∗∗∗

(0.295)
Strategic Trade Dependencet−1 −0.724∗

(0.376)
Non-Strategic Trade Dependencet−1 −0.002

(0.092)
Strategic Export Similarityt−1 0.577∗

(0.331)
Non-Strategic Export Similarityt−1 0.190

(0.180)
Raw Goods Trade Dependencet−1 −0.680

(0.414)
Manuf Goods Trade Dependencet−1 −2.216∗∗

(1.023)
Raw Goods Export Similarityt−1 2.313∗∗

(0.953)
Manuf Goods Export Similarityt−1 1.040∗∗∗

(0.382)
Number of Observations 300,284 208,153 295,420
Log-Likelihood -1877.681 -1481.632 -1871.687
Robust standard errors clustered by dyad in parentheses

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 8: Separating Commodities by Type - High Hostility MIDs

Oil and Strategic and Raw and
Non-Oil Goods Non-Strategic Goods Manufactured Goods

Oil Trade Dependencet−1 0.068
(0.129)

Non-Oil Trade Dependencet−1 −0.258∗

(0.143)
Oil Export Similarityt−1 0.541∗∗

(0.219)
Non-Oil Export Similarityt−1 1.036∗∗∗

(0.223)
Strategic Trade Dependencet−1 −0.140

(0.123)
Non-Strategic Trade Dependencet−1 0.008

(0.075)
Strategic Export Similarityt−1 0.685∗∗∗

(0.240)
Non-Strategic Export Similarityt−1 0.274∗

(0.153)
Raw Goods Trade Dependencet−1 −0.025

(0.342)
Manuf Goods Trade Dependencet−1 −1.673∗

(1.017)
Raw Goods Export Similarityt−1 2.011∗∗

(0.951)
Manuf Goods Export Similarityt−1 0.633∗∗

(0.300)
Number of Observations 300,284 208,153 295,420
Log-Likelihood -3097.320 -2502.187 -3097.001
Robust standard errors clustered by dyad in parentheses

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 9: Multiple Imputation for Missing Data

All Dyads Politcally Relevant Dyads Non-Major Power Relevant Dyads

All MIDs Fatal MIDs Host. MIDs All MIDs Fatal MIDs Host. MIDs All MIDs Fatal MIDs Host. MIDs

Export Similarity 0.261∗∗ 0.227 0.382∗∗∗ 0.777∗∗∗ 0.554∗∗∗ 0.888∗∗∗ 0.281∗∗ 0.228 0.392∗∗∗

(0.129) (0.185) (0.143) (0.114) (0.168) (0.130) (0.130) (0.186) (0.144)

Contiguity 1.062∗∗∗ 0.380 1.441∗∗∗ 0.348 −0.413 0.907∗∗∗ 1.025∗∗∗ 0.717 1.609∗∗∗

(0.233) (0.456) (0.277) (0.247) (0.540) (0.306) (0.276) (0.532) (0.321)

Distance (logged) −0.036 −0.178∗∗∗ −0.052 −0.315∗∗∗ −0.468∗∗∗ −0.308∗∗∗ −0.051 −0.138∗∗ −0.043
(0.029) (0.054) (0.032) (0.032) (0.068) (0.038) (0.033) (0.063) (0.037)

Capability Ratio −1.029∗∗∗ −0.432 −0.896∗∗∗ −1.288∗∗∗ −1.160∗∗∗ −1.059∗∗∗ −1.032∗∗∗ −0.432 −0.960∗∗∗

(0.301) (0.460) (0.344) (0.237) (0.369) (0.281) (0.305) (0.460) (0.346)

Joint Democracy −0.658∗∗∗ −0.839∗∗∗ −0.609∗∗∗ −0.700∗∗∗ −1.101∗∗∗ −0.427∗∗∗ −0.642∗∗∗ −0.843∗∗∗ −0.606∗∗∗

(0.152) (0.279) (0.176) (0.134) (0.286) (0.152) (0.152) (0.279) (0.177)

UN Voting −1.197∗∗∗ −1.317∗∗∗ −1.252∗∗∗ −1.635∗∗∗ −1.612∗∗∗ −1.644∗∗∗ −1.198∗∗∗ −1.335∗∗∗ −1.268∗∗∗

(0.128) (0.179) (0.133) (0.120) (0.153) (0.117) (0.128) (0.174) (0.134)

Both Major Powers 0.586∗∗ −0.209 0.514∗ 1.933∗∗∗ 0.561 1.596∗∗∗

(0.232) (0.380) (0.266) (0.243) (0.376) (0.286)

Major and Minor Power 0.116 −0.046 0.090 1.526∗∗∗ 1.205∗∗∗ 1.313∗∗∗ 0.193 −0.052 0.172
(0.150) (0.245) (0.177) (0.093) (0.148) (0.111) (0.156) (0.250) (0.180)

Both European 1.120∗∗∗ 1.406∗∗∗ 1.559∗∗∗ 1.475∗∗∗ 1.839∗∗∗ 1.944∗∗∗ 1.111∗∗∗ 1.384∗∗∗ 1.547∗∗∗

(0.091) (0.134) (0.102) (0.092) (0.134) (0.103) (0.092) (0.134) (0.103)

Trade Dependence −0.126 −0.332∗∗ −0.019 −0.043 −0.477∗∗∗ 0.082 −0.091 −0.334∗∗ 0.020
(0.099) (0.153) (0.117) (0.087) (0.137) (0.105) (0.099) (0.154) (0.118)

Rivals 0.062∗ −0.389∗∗∗ −0.022 0.017 −0.518∗∗∗ −0.132∗∗∗ 0.056∗ −0.373∗∗ −0.023
(0.032) (0.147) (0.042) (0.030) (0.146) (0.040) (0.033) (0.146) (0.042)

Constant −0.967∗∗∗ −1.542∗∗ −2.339∗∗∗ −0.530 −0.737 −2.177∗∗∗ −0.932∗∗ −1.844∗∗∗ −2.418∗∗∗

(0.363) (0.625) (0.424) (0.351) (0.639) (0.412) (0.382) (0.671) (0.445)

Number of Observations 371,088 371,088 371,088 33,386 33,386 33,386 33,014 33,014 33,014
Standard errors in parentheses.

Decade dummies and t , t 2, t 3 included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.



Table 10: E�ect of Conflict on Similarity

All MIDs Fatal MIDs Hostile MIDs Rivalry
Any MID in Last 5 Years −0.001

(0.002)
Any Fatal MID in Last 5 Years −0.001

(0.003)
Any High Hostility MID in Last 5 Years −0.001

(0.002)
Rivalryt−1 0.002

(0.003)
Export Similarityt−1 0.949∗∗∗ 0.949∗∗∗ 0.949∗∗∗ 0.949∗∗∗

(0.002) (0.002) (0.002) (0.002)
Contiguity −0.000 −0.001 −0.000 −0.001

(0.002) (0.002) (0.002) (0.002)
Distance (logged) −0.001∗∗∗ −0.001∗∗∗ −0.001∗∗∗ −0.001∗∗∗

(0.000) (0.000) (0.000) (0.000)
Both Democracies 0.000 0.000 0.000 0.000

(0.000) (0.000) (0.000) (0.000)
UN Vote Similarityt−1 0.006∗∗∗ 0.006∗∗∗ 0.006∗∗∗ 0.006∗∗∗

(0.000) (0.000) (0.000) (0.000)
Both Major Powers 0.014∗∗∗ 0.014∗∗∗ 0.014∗∗∗ 0.014∗∗∗

(0.003) (0.003) (0.003) (0.004)
Major-Minor Dyad 0.005∗∗∗ 0.005∗∗∗ 0.005∗∗∗ 0.005∗∗∗

(0.001) (0.001) (0.001) (0.001)
Both in Europe 0.002∗∗ 0.002∗∗ 0.002∗∗ 0.002∗∗

(0.001) (0.001) (0.001) (0.001)
Lower GDP per capitat−1 0.002∗∗∗ 0.002∗∗∗ 0.002∗∗∗ 0.002∗∗∗

(0.000) (0.000) (0.000) (0.000)
Lower Opennesst−1 0.012∗∗∗ 0.012∗∗∗ 0.012∗∗∗ 0.012∗∗∗

(0.002) (0.002) (0.002) (0.002)
Joint GATT/WTO memberst−1 −0.000 −0.000 −0.000 −0.000

(0.000) (0.000) (0.000) (0.000)
Constant −0.004 −0.004 −0.004 −0.004

(0.002) (0.002) (0.002) (0.002)
Number of Observations 278,499 278,499 278,499 278,499
R2 0.89 0.89 0.89 0.89
Robust standard errors clustered by dyad in parentheses.

Decade dummies included in all models.
∗p < .10; ∗∗p < .05; ∗∗∗p < .01. All tests are two-tailed tests.
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